
IEEE SmartSys, 18 June 2018

Hanqing Wu*, Jiannong Cao*, Shan Jiang*, Ruosong Yang*, 

Yanni Yang*, Jianfei He†

*The Hong Kong Polytechnic University, Hong Kong, China

†Huawei Technologies Co. Ltd., Shenzhen, China

TSAR: a fully-distributed Trustless 
data ShARing platform

1



Table of Contents

• Background

• Related Works

• System Goal & Design Principles

• System & Module Design

• System Implementation & Evaluation

• Acknowledgments

2



Big Data Era

• Numerous big data applications benefit human beings
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Big Data Sharing

• Data Sharing and exchange
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Big Data Sharing

• Open Data
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Existing Solutions
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Related Works

• Traditional Data Sharing and Transaction Models

• Data Hosting Center (DHC)

- each agency will host, upload and publish its own data to the 

central database, controlled and maintained by the DHC

• Data Aggregation Center (DAC)

- the center links data services through the API interface among 

agencies.
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Data Hosting Center
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Data Aggregation Center
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Blockchain as a Solution
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Blockchain
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Blockchain Approach to Big Data Sharing
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TSAR Goal & Design Principles
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TSAR System Architecture
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TSAR Implementation
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TSAR Evaluation

• The system is deployed and tested on cloud (Alibaba two cores 

4G 1M bandwidth)
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